2.4 Databases and registers as tools for disaster epidemiology
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2.4.1 Learning objectives

To understand the three major types of databases and registers available to disaster epidemiology researchers, and their associated strengths and weaknesses by:

1. Characterizing the salient differentiating features of these database and register types.
2. Providing case studies and examples to illustrate these and their usage.
3. Highlighting the strengths and weaknesses of each, and providing a global overview.

2.4.2 Introduction

The exposome is defined as “the totality of human environmental exposures”, in other words, all the non-genetic exposures which shape individuals’ life-course trajectories (1). Quantification of this all-encompassing concept is challenging at a single point in time, and is even more complex over time – particularly in the context of health emergency and disaster risk management (Health EDRM) when people may be exposed to the risks or consequences of emergencies and disasters. An individual’s exposure begins before birth and includes insults from multiple sources. In the normal course of events, genetics has been found to account for only about 10% of diseases, while the remaining causes appear to be from life histories and environment (1). Significant insults from emergencies and disasters have even a greater impact.

A key factor in describing and understanding the exposome and a person’s resultant life-course trajectory is the ability to accurately measure germane factors and exposures, and their effects. Databases and registers – due to their rapid evolution, availability, and the ability for them to be linked to other information sources – are increasingly being used by researchers to improve this understanding. Building on the discussion of disaster epidemiology in Chapter 2.1, this chapter outlines three major types of databases and registers that are useful for epidemiological investigations in the disaster context:
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- Ongoing population-based databases and registers (typically comprising routinely collected administrative data);
- Pre-existing subpopulation databases and registers (often available from ongoing cohort studies initiated prior to the emergency or disaster event); and
- Post-disaster databases and registers (studies and databases initiated and established after the event and therefore containing no (or little) pre-event information).

2.4.3 Ongoing population-based databases and registers

Today’s world is increasingly digitized with a vast amount of data produced daily. In 2018, it was estimated that 2.5 quintillion bytes of data were created each day, and this is rapidly accelerating (2). Some 90% of the world’s data were generated in the last two years alone (2). Data are being routinely and more frequently collected from increasingly varied sources and archived. The promise of Big Data and machine learning and data science, then, is to map the exposome, and ascertain the contribution of events and exposures. However, much work remains to be done – although initiatives such as New Zealand’s Integrated Data Infrastructure (IDI) (3) are helping. The IDI is a large national research database holding microdata about all New Zealand people and households. It links detailed data from health, education, justice, income and work, population and many other sources over time. Such databases can provide a holistic detailed baseline account and history of individuals in an emergency- and disaster-affected region, and the resultant effects on those who stay or flee, included on those who were unaffected. Because these data are prospectively collected and provide complete population coverage, they are likely to provide robust and less biased epidemiological estimates of factors and exposures before, during and after an emergency or disaster. However, they are limited by the scope and quality of the data that are actually collected (4) and administrative data typically lack important qualitative information. This is because administrative data collected by government agencies are generally for the purposes of registration, transaction, monitoring and record keeping, rather than for research or research-related objectives (5). How these types might be used in Health EDRM research is discussed in Chapter 4.4.

Such broad-based, comprehensive, linked population-based datasets remain uncommon internationally, although this is changing rapidly. For example, in Estonia, an efficient, secure and transparent nationwide digit ecosystem has been built that includes integrated data from different healthcare providers to create a common record for every patient (https://e-estonia.com). Within the domain of health, medical databases are often massive repositories of routinely collected detailed information and may serve as a robust research tool (6). For example, patient registries with complete nationwide coverage and individual-level linkage potential have existed in Finland since 1969, Denmark since 1978, Sweden since 1987, Iceland since 1999 and Norway since 2008 (7). These health registers can be used to provide baseline information and to track the impact of emergencies or disasters. Case Study 2.4.1 provides one example in which...
routinely collected information from Christchurch Hospital in New Zealand is used to assess the impact of the 2010-2011 Christchurch earthquakes and a change in their healthcare service delivery model.

However, routine databases and registers are often not appropriately designed for specific disaster research purposes or do not lend themselves to this. At times, they absorb considerable resources for very little scientific gains (4). Furthermore, the precise exposures or confounders that researchers wish to explore or account for are frequently absent from these databases (10). This, in part, motivated the development of the REporting of studies Conducted using Observational Routinely collected health Data (RECORD) statement to aid transparency and improve research reporting (www.record-statement.org). Although, for hazards that have slow onset but long duration, such as deforestation and air pollution, the ongoing population-based databases designed with long term broad-based measures may be advantageous over post-disaster tailored databases.

**Case Study 2.4.1**

*Measuring the impact of integrated health system changes on emergency department attendances and acute admission, precipitated by an earthquake (8)*

Hospital systems routinely collect data on a number of activities, including emergency department (ED) attendances and acute admissions. These attendances and admissions are costly and often preventable. Moreover, in many countries, the healthcare service provision is increasingly recognized as being unsustainable. In response, the Canterbury District Health Board initiated a shift to an integrated person-centred healthcare model (9). However, the 2010–2011 Christchurch earthquakes and aftershock series (the most devastating of which occurred on 22 February 2011, resulting in 185 deaths, more than 6500 injuries, an estimated 10 600 people relocating to outside of Christchurch, and costing NZ$ 40 billion – or 19% of New Zealand’s Gross Domestic Product) compromised infrastructure and disrupted services, so that this new healthcare delivery model was rapidly implemented. While conceptually appealing, the evidence base for such a service model is relatively weak, and the empirical impact it had within the Canterbury District Health Board was unknown. By interrogating the routinely collected ED attendance and admission records for Christchurch Hospital, the single tertiary hospital in the region serving approximately 500 000 people, one important component of the earthquake impact and change in service delivery model could be measured.

Figure 2.4.1 presents the observed, fitted, de-seasoned and projected standardized population emergency department attendance and acute admission rates, derived from models using Bayesian change-point methods. The ‘projected’ line gives the predicted rates based on pre-earthquake and pre-existing healthcare delivery model, while the ‘fitted’ line gives the actual rates derived from the routinely collected data. The demonstrative change post-earthquake, together with the significantly decreased rate of growth in emergency department admissions is also depicted. These findings support the conclusion that, after the earthquake, the Canterbury District Health Board’s integrated health
systems transformations have resulted in a dramatic and sustained reduction in emergency department attendances and acute hospital admissions.

Figure 2.4.1 shows scatter plots of observed Canterbury District Health Board standardized monthly Emergency Department (ED) attendance rates (left) and Emergency Department admissions (right) per 1000 people (hollow circles), together with a superimposed fitted lined from the full time-series model (solid line), the estimated de-seasoned trend line (heavy dashed straight line) and the extrapolated projected line (grey line). The vertical line denotes the 22 February 2011 earthquake.

Figure 2.4.1 Scatter plots of observed Canterbury District Health Board standardized monthly Emergency Department attendance and admission rates per 1000 people.

2.4.4 Pre-existing sub-population databases and registers

Another rich source of exposome data arises from serendipitous pre-existing cohort or longitudinal studies that were already being conducted in an area affected by an emergency or disaster. These studies often contain pre-event information from multiple health, social and environmental domains; invariably using instruments with excellent research-orientated psychometric properties. Moreover, participants in these studies commonly have their data augmented by information collected from other sources. This reduces responder burden, and also harnesses a greater information landscape. One such example is the Avon Longitudinal Study of Children and Parents, which was established to understand how genetic and environmental characteristics influence health and development in parents and children (11). Other examples include the nationally representative Demographic and Health Surveys which are regularly conducted in various African, Asian, European,
Oceanian, Latin American and Caribbean countries (12), the China Health and Retirement Longitudinal Study (13), and the Nurses’ Health Study in the USA (14).

A similar study exists in Christchurch – the Christchurch Health and Development Study, which follows 1265 children born in 1977. At the time of the 2010-2011 Christchurch earthquakes, the Christchurch Health Development Study cohort participants were aged 34 years, with just over 50% exposed to the earthquakes and the remainder unexposed (forming a non-randomized control group). The comprehensive pre-event data, combined with the different earthquake exposure levels, provides a powerful mechanism to understand the disaster impact: the study presented as Case Study 2.4.2, for example, explored the role of peri-traumatic stress in predicting major depression symptoms. Pre-existing longitudinal studies with data linkage capabilities to population-based registers can also provide new possibilities for analysing peri- and post-traumatic stress symptoms following a disaster. For example, when combined with health service use data, a more comprehensive view of the impact of physical and mental trauma on individuals across a longer time span can be gained.

**Case Study 2.4.2**

**Understanding the role of peri-traumatic stress and disruption distress in predicting symptoms of major depression following exposure to a natural disaster (15)**

Few studies have examined the contribution of specific disaster-related experiences to symptoms of depression. This study investigated this among an existing cohort of individuals exposed to the 2010-2011 Christchurch earthquakes and associated major aftershocks. One of the perennial challenges associated with disaster epidemiology research is the availability of detailed pre-event data. However, Christchurch is home to the long-running Christchurch Health and Development Study, a birth cohort of 1265 children born in 1977. This cohort has now been studied repeatedly from birth to age 35 years, has maintained high retention (79% of those surviving) and the resultant database contains a large repertoire of life-course information. More than 50% of the study cohort were exposed to the earthquakes, and at age 35 years, those exposed were interviewed about their experiences of these earthquakes.

The strengths of this study include the availability of data from a well-studied cohort and the use of a model which tests for both peri-traumatic and post-event distress simultaneously. Pre-earthquake covariates included cognitive ability, prior history of mental disorder and familial socioeconomic status measures. Previous studies which report that major depression is related to post-event factors have not looked at confounders of this association. The study found that peri-traumatic stress is an under-recognized predictor of major depressive disorder following a disaster caused by natural hazards.
2.4.5 Post-disaster databases and registers

Pre-existing population-based databases and registers or research-based studies are often inadequate or insufficient to understand the health impacts and service gaps on a population following an emergency or disaster. In such instances, post-disaster databases or registers are needed. These are flexible and tailored to contain instruments and tools that are most pertinent to the specific population and situation. However, critical gaps in observational research instruments still exist, such as the monitoring of long-term mental health or psychosocial risk of people in both a clinical and community setting (16). Moreover, the clear disadvantage of this approach is that predisaster information must be recalled or retrieved retrospectively, which can suffer from important biases, such as selection bias and information bias. Practical and ethical considerations are also paramount. These include interference with emergency responses or recovery, participant safety and sensitivity and ensuring that truly informed consent can be obtained (see also Chapter 3.4). Nonetheless, this is a common and important approach taken by researchers and agencies alike. Examples include the World Trade Center Health Registry (17) described in Case Study 2.4.3, the 1995 Oklahoma City Bombing Injuries Database (18–20) and the Canterbury Earthquake Recovery Authority Wellbeing Survey (21).
Case Study 2.4.3

World Trade Center Health Registry (17) and the longitudinal determinants of depression among World Trade Center Health Registry enrollees, 14 to 15 years after the 9/11 attacks (22)

The World Trade Center Health Registry is now the largest registry in UnS’ history to track the health effects of a disaster. It tracks the impact of the 9/11 attacks, a series of four coordinated attacks by the terrorist group al-Qaeda on 11 September 2001. The attacks killed 2996 people, injured more than 6000 others, and caused at least US$ 10 billion in infrastructure and property damage, with other dying of 9/11-related cancer and respiratory diseases in the months and years after the attacks. The World Trade Center Health Registry was established post-disaster, and enrolment was voluntary for people who lived, worked or went to school in the area of the disaster, or who were involved in rescue and recovery efforts. To enrol, participants completed a confidential “Wave 1” health survey in 2003 or 2004. More than 71,000 people enrolled, including 4000 survivors of the collapsed World Trade Center towers. Multiple measurement waves have followed, with surveys in 2007, 2011 and 2015. The results of these surveys help determine the extent to which physical and mental health conditions have persisted, and whether any new symptoms and conditions have emerged.

Another important goal is to identify and help address gaps in physical and mental health treatment. For example, in Jacobson and colleagues (2018) study, the longitudinal determinants of depression among different PTSD levels were examined for 21,258 enrollees who had completed four questionnaires over 14 years of follow-up. They found that 18.6% experienced depression, and it was more common among those who had ever experienced PTSD (56.1%) compared with those who had not (5.6%). These findings highlight the substantial burden of depression in a trauma-exposed population 14 to 15 years after the disaster, especially among those with PTSD. Many World Trade Center Health Registry research outputs have been published (23). Moreover, like many bodies (such as the Integrated Data Infrastructure in New Zealand), the World Trade Center Health Registry welcomes proposals for new studies from external researchers. Upon approval, researchers can request de-identified survey data or request that the Registry facilitate recruitment of enrollees into a study.

2.4.6  Conclusions

Disaster epidemiology researchers are able to use a variety of health-related databases and registers when studying topics of relevance to Health EDRM. A broad overview of the important strengths and weakness typically associated with databases and registers is presented in Table 2.4.1. However, each specific dataset and scenario may have other important strengths and weaknesses and requires careful critique and evaluation before it is used in research.
Table 2.4.1 Important strengths and weakness typically associated with databases and registers used as tools for disaster epidemiology

<table>
<thead>
<tr>
<th>Major register types</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ongoing population-based databases and registers:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost: usually relatively inexpensive;</td>
<td>Not designed for disaster research;</td>
<td></td>
</tr>
<tr>
<td>Coverage: usually population wide;</td>
<td>Important instruments or variables may be missing or have poor psychometric properties;</td>
<td></td>
</tr>
<tr>
<td>Predisaster information available;</td>
<td>Database linking may be difficult or impossible;</td>
<td></td>
</tr>
<tr>
<td>Time: relatively quick to undertake.</td>
<td>Selection bias may mean that those missing from the register are importantly different from those included;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data are often aggregated or grouped in ways that lead to findings suffering from the ecological fallacy;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Big Data datasets require data storage systems, computation capacity and performance, and analytical techniques that are (currently) often beyond the scope of many individual researchers.</td>
<td></td>
</tr>
<tr>
<td>Pre-existing sub-population databases and registers:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost: potentially inexpensive if 'added-on' to an existing study;</td>
<td>Not originally designed for disaster research, so may miss important factors or exposures;</td>
<td></td>
</tr>
<tr>
<td>Predisaster information available</td>
<td>Recruitment or retention to the existing study may limit the external validity of finding;</td>
<td></td>
</tr>
<tr>
<td>Typically cover subject matter in-depth;</td>
<td>Study participant sample size may lack statistical power.</td>
<td></td>
</tr>
<tr>
<td>Capability to augment with qualitative information;</td>
<td>Instruments normally designed for research purposes and often tested for psychometric properties and reliability.</td>
<td></td>
</tr>
<tr>
<td>Post-disaster database and registers:</td>
<td>Cost: usually expensive;</td>
<td></td>
</tr>
<tr>
<td>Designed and tailored for disaster and population of interest.</td>
<td>Predisaster information is limited;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Potentially time consuming and resource or expertise intensive;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Timely collection of data may be unethical;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>If a multi-agency, multi-sector research collaboration then competing interests may exist and hamper the scope.</td>
<td></td>
</tr>
</tbody>
</table>
2.4.7 Key messages

- There are multiple and growing sources of data available for disaster epidemiology research. Knowledge of the exposome can be extended and developed by using and linking these data, and exploring how emergencies and disasters affect people’s likelihood of mortality, morbidity and life-course trajectories.

- The expediency of using routinely collected data is often offset by the coverage, depth and quality of the variables available to researchers. This often requires initiation of a post-disaster study, that is both specifically and contextually relevant to the disaster and the population affected.

- As more better quality and richer data are collected, Big Data, machine learning and data science are likely to play an increasingly important role in disaster epidemiology research. However, possible avenues to augment these quantitative data with qualitative information still need to be explored.
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